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Introduction

Legal judgment prediction holds potential to enhance

legal system efficiency, but raises concerns about

perpetuating biases. This paper employs Abstract

Meaning Representation (AMR) to assess its ability

to encode biases or abstract away from them in le-

gal judgment prediction. AMR captures semantically

meaningful information in a graph-like structure.

Prior Work and Motivation

Previous research has predominantly focused on AMR

parsing of legal documents, with limited attention on

assessing AMR’s performance and fairness in legal

tasks. This paper is the first to investigate whether

AMR representations capture social biases alongside

linguistic information in legal judgment prediction.

Proposed Methodology

We compare AMR’s performance parity across differ-

ent attributes of the ECtHR dataset, including age,

gender identity, and defendant state. To evalu-

ate the models’ performance and fairness, we report

three keymetrics: averagemacro-F1 score (mF1);

group disparity (GD); and worst-group perfor-

mance (mF1W). These metrics aim to gain insights

into the fairness and robustness of AMR-based mod-

els in legal judgment prediction tasks.

Results

While AMR-based models exhibit worse overall per-

formance than transformer-based models, they are

less biased for attributes like age and defendant state

compared to gender.

AMR-based models demonstrate lower group

disparity than the benchmark model for defendant

state and applicant age, but higher for applicant

gender

Contextual details like time and location are

connected to the event rather than the individual,

while gender pronouns establish a direct link

AMR Parsing Techniques

AMR parsing techniques play a crucial role in captur-

ing the semantic structure and relationships within le-

gal documents. In this study, we explore two distinct

approaches to AMR parsing: Splitting Before Parsing

(SbP) and Splitting After Parsing (SaP).

1. Splitting Before Parsing (SbP): Splits cases

pre-parsing, generates single-sentence AMRs,

combines into multi-sentence graph.

2. Splitting After Parsing (SaP): Parses full cases,

produces multi-sentence AMRs, linearizes,

segments into 512 tokens.

Figure 1. We show a qualitative example showing differences in information passed across
the two techniques

Conclusion

AMR-based models prioritize fairness with lower

group disparity, but their lower worst-case perfor-

mance renders them impractical for real-world use.

The fairness demonstrated by AMR models, despite

low disparity, resembles a random baseline due to

lack of substantial performance. AMR may not be op-

timal for ensuring fairness in practice.
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