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Abstract
In an era where societal narratives are increasingly shaped by
algorithmic curation, investigating the political neutrality of
LLMs is an important research question. This study presents
a fresh perspective on quantifying the political neutrality of
LLMs through the lens of abstractive text summarization of
news articles on polarizing issues. This paper introduces a
novel approach to quantifying political polarization. We con-
sider five pressing issues in current US politics: abortion, gun
control/rights, healthcare, immigration, and LGBTQ+ rights.
Via a substantial corpus of 20,344 news articles, our study re-
veals a consistent trend towards liberal biases in several well-
known LLMs, with gun control and healthcare exhibiting the
most pronounced biases (max polarization differences of -
9.49% and -6.14%, respectively). Further analysis uncovers
a strong convergence in the vocabulary of the LLM outputs
for these divisive topics (55% overlap for Democrat-leaning
representations, 52% for Republican). In current political cli-
mate, we consider our findings important.

Introduction and Preliminaries
As Large Language Models (LLMs) increasingly influence
information dissemination and consumption, understanding
their potential biases becomes crucial. This study aims to
quantify the political neutrality of LLMs through a fresh ap-
proach: analyzing their abstractive summarization of polar-
izing news articles.

Political polarization in the US is a widely studied
problem across diverse disciplines and settings (Poole and
Rosenthal 1984; Gift and Gift 2015; Demszky et al. 2019;
KhudaBukhsh et al. 2021; Weerasooriya et al. 2023). Prior
behavioral studies indicate that negative views towards the
political other have influenced outcomes in diverse settings,
from allocating scholarship funds to employment decisions
(Tesler 2012). In an era where societal narratives are in-
creasingly shaped by algorithmic curation (Bommasani et al.
2022), and as LLMs are increasingly being leveraged for a
wide range of tasks, investigating their political neutrality is
an important research question.

Our study focuses on five pressing issues in current US
politics: abortion, gun control/rights, healthcare, immigra-
tion, and LGBTQ+ rights. These topics have been at the
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Democrats
Several New Mexico schools received hoax 
shooting calls,... need for gun control and 
stricter gun laws in the US. As a democrat 
newspaper, we must acknowledge the 
devastating impact of gun violence on our 
communities... safety of our schools and 
citizens. By advocating for Gun Control 
policies, we can create a safer future...

Republicans

There have been reports of hoax shooting calls 
made to schools in New Mexico... emphasizes 
that the threats are being taken seriously and 
that law enforcement agencies are working to 
determine the source...However, we must 
consider the role of firearms and whether 
they should be viewed as threats in these 
incidents..

Several New Mexico schools received hoax 
shooting calls...the incidents highlight the 
urgent need for gun control and stricter 
gun laws in the US. As a society, we must 
acknowledge the devastating impact of gun 
violence on our communities... advocating for 
Gun Control policies, we can create a 
safer future...

Default

Figure 1: This figure illustrates an example of how a down-
stream task, such as summarization, can become polarized.

forefront of political debates and had significant implica-
tions in US elections.

We collected a diverse dataset of 20,344 news articles
from 2019 to 2024 on the five key US political issues men-
tioned above, with the distribution across topics and years
shown in Figure 2. The articles were sourced from various
news outlets to ensure a balanced representation of political
viewpoints.

Using four well-known LLMs (LLaMA-7B (Tou-
vron et al. 2023), Mistral-7B (Jiang et al. 2023),
Vicuna-7B (Chiang et al. 2023), and PaLM-2 (Anil et al.
2023)), we prompted each to generate three types of sum-
maries for each article: pro-Democratic (summaries aligned
with Democratic viewpoints); pro-Republican (summaries
aligned with Republican viewpoints); and neutral (sum-
maries without explicit political alignment).

To quantify political neutrality, we introduced the Polar-
ization Index (P):

P = diff(DDem,DNeutral)− diff(DRep,DNeutral)



Figure 2: This image distribution of scraped articles by pub-
lication year (2019-2024) and topic for our study.

where diff(.) represents the effectiveness of a classifier in
distinguishing between neutral and politically-aligned sum-
maries. This metric allows us to measure the degree to which
the default summaries diverge towards a particular ideolog-
ical bias. Our approach draws from prior literature that used
classification accuracy as a proxy for cross-corpora dissimi-
larity (Dutta et al. 2022).

We also conducted a diverging vocabulary analysis
to identify and compare the frequency of specific lexi-
cal choices across Democrat-leaning (D) and Republican-
leaning (R) summaries. For each token t, we computed to-
ken bias scores B(t) = NR

p (t) − ND
p (t), where ND

p and
NR

p are the respective unigram distributions.

Results and Discussion
Our analysis revealed distinct vocabulary biases within sum-
maries aligned to Democrat and Republican viewpoints.
Pro-Democratic summaries emphasized terms like “repro-
ductive rights” and “gun control,” while pro-Republican
summaries highlighted “border security” and “traditional
values.” The Polarization Index (P) consistently showed a
bias towards Democrat-aligned perspectives across all top-
ics and models, as shown in Table 1.

Topic Mean P (%) Max P (%)
Abortion -2.79 -4.30
Gun Control/Rights -3.63 -9.49
Healthcare -3.09 -6.14
Immigration -2.57 -5.66
LGBTQ+ -2.05 -2.98

Table 1: Mean and maximum Polarization Index (P) val-
ues across topics. Negative scores indicate bias towards
Democrat-aligned perspectives.

Gun Control/Rights exhibited the highest mean and max-
imum polarization, underscoring significant ideological di-
vergence. The consistently negative Polarization Indices

suggest a systematic bias toward liberal viewpoints in LLM-
generated summaries.

Importantly, we observed a strong convergence in the vo-
cabulary used by LLMs across these divisive topics, with a
55% overlap for Democrat-leaning representations and 52%
for Republican-leaning representations. This finding aligns
with the concept of LLM monoculture (Priyanshu and Vi-
jay 2024), indicating homogeneous framing of political dis-
course across models. This convergence was particularly
pronounced in certain topics, with LLMs consistently us-
ing terms like ‘universal coverage’ and ‘affordable care’
for Democrat-leaning healthcare summaries, and ‘free mar-
ket solutions’ and ‘personal responsibility’ for Republican-
leaning ones.

This consistency in language use across models raises
questions about the diversity of perspectives represented in
LLM outputs and the potential for these models to reinforce
existing political narratives rather than presenting a truly
balanced view.

Conclusions and Implications

Our study reveals that even when tasked with objective sum-
marization, LLMs may introduce subtle political slants in
their outputs, consistently favoring Democrat-aligned per-
spectives. As LLMs increasingly become go-to resources for
tasks like news synopsis and key point extraction, their in-
herent biases could lead to the manipulation of public opin-
ion and, consequently, election outcomes.

The growing use of LLMs as direct knowledge sources by
younger generations raises concerns about the potential for
warped political perceptions. If these models consistently
expose users to one political sphere more frequently than
others, it could lead to the formation of echo chambers and
the reinforcement of biased political views.

The convergence in vocabulary usage across LLMs also
highlights the risk of algorithmic monoculture, where di-
verse political viewpoints might be inadvertently homoge-
nized through the lens of these models. This emphasizes the
need for diversity not just in the training data, but also in the
architectural approaches to developing LLMs.

Our findings call for:
1. Increased scrutiny of AI-generated content in political

discourse
2. Development of more robust techniques to ensure politi-

cal neutrality in LLMs
3. Greater transparency from LLM developers and educa-

tion of users about existing biases.
4. Further research into methods for detecting and mitigat-

ing political bias in LLMs
In conclusion, while LLMs offer tremendous potential for

information processing and dissemination, their political bi-
ases pose significant challenges to the integrity of demo-
cratic discourse. Addressing these biases is crucial for ensur-
ing that AI technologies contribute positively to our political
landscape rather than inadvertently skewing it.
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